
Update Trends in Genetics Vol.26 No.2 
25 Sun, Z. et al. (2003) Isolation and characterisation of mutants of GroEL 
that are fully functional as single rings. J. Mol. Biol. 332, 715–728 

26 Zheng, W. et al. (2007) Allosteric transitions in the chaperonin GroEL 
are captured by a dominant normal mode that is most robust to 
sequence variations. Biophys. J. 93, 2289–2299 

27 Sot, B. et al. (2003) GroEL stability and function: contribution of the 
ionic interactions at the inter-ring contact sites. J. Biol. Chem. 278, 
32083–32090 
 

Corresponding author: Nuzhdin, S.V. (snuzhdin@usc.edu). 
28 Rutherford, S. and Lindquist, S. (1998) Hsp90 as a capacitor for 
morphological evolution. Nature 396, 336–342 

29 Xu, Z. et al. (1997) The crystal structure of the asymmetric GroEL-
GroES-(ADP)7 chaperonin complex. Nature 388, 741–750 

0168-9525/$ – see front matter  2009 Elsevier Ltd. All rights reserved. 

doi:10.1016/j.tig.2009.11.009 Available online 28 December 2009 
Genome Analysis 
The strength of transcription-factor binding modulates 
co-variation in transcriptional networks 

Sergey V. Nuzhdin1, Anna Rychkova 1 and Matthew W. Hahn2 

1 University of Southern California, Program in Molecular and Computational Biology, Los Angeles, CA 90089, USA 
2 Department of Biology and School of Informatics and Computing, Indiana University Bloomington, IN 47405, USA 
An appreciable fraction of the transcriptome differs in 
level of expression among individuals. Transcription 
factor (TF) expression and DNA binding causes cell-
specific activation and repression of downstream tar-
gets, and TF expression levels vary across individuals. 
However, it is not clear how the strength of DNA binding 
for individual TFs translates into regulatory control, or 
whether a different set of binding motifs is used for 
strongly regulated modules. Here we integrate two pub-
licly available data sets in Drosophila melanogaster, as
well as conduct novel analyses, to address these ques-
tions. 
Abundant genetic variation in early development 
transcription 
All flies are not born the same; the genomes of two unre-
lated individuals randomly sampled in a natural popu-
lation differ by >1 MB of DNA [1]. Even with imperfect 
tools to measure expression levels, transcript level differ-
ences among genotypes are also apparent for 10% of 
whole body transcriptome [2,3]. Part of this expression 
variation might be neutral, that is compensated through 
the redundant structure of genetic networks. Transient 
deleterious or beneficial mutations, on their way to be 
selected out of the population or fixed, can explain some 
of the variation. Finally, some variation might be beneficial 
in a subset of fly environments, sexes, or social groups, and 
therefore maintained due to balancing selection. From 
general principles, one might expect less variation in 
expression during early embryonic development. Devi-
ations might be more frequently deleterious than neutral, 
as this stage is important for formation of the basic body 
structure. We, however, found an abundance of expression 
variation among nine homozygous genotypes during the 5-
and 8-hour timepoints of early development, including in 
segmentation genes and their downstream targets [4]. 
There might be multiple causes of this variation besides 
heritable differences, including maternal conditions, devi-
ations in timing of egg development, other environmental 
and genetic factors, and interactions among them. 

No matter what the causes of variation are, they give us 
tools to study how genes are co-perturbed in relation to 
each other. We found that TFs and the genes they control 
had been affected. Of the 5065 genes expressed in a 
majority of lines, 3754 showed significant variation among 
lines across both time points at P<0.05 (which corresponds 
to a false discovery rate of 6.7%). When genes regulate each 
other, their transcript levels are frequently co-affected, or 
they co-vary among the genotypes: for example, higher 
expression in upstream genes corresponds to higher 
expression in known downstream genes. We have seen 
similar patterns in the cascade of alternative-splicing that 
takes place in sex determination [5]. Although correlation 
does not equal causation, we are tempted to speculate that 
a larger amount of transcription (or splicing) factor results 
in stronger activation or repression (or more efficient spli-
cing) of a downstream target. Here, we evaluate this 
hypothesis using publicly available data on the strengths 
of TF binding to thousands of their downstream targets. 

Early development TFs are bound to thousands of 
targets, only some of which they regulate 
The segmentation regulatory cascade is arguably one of the 
best-studied pathways in Drosophila melanogaster. It had 
been long thought that TFs in this cascade specifically 
interact with a handful of targets [6]. Several recent stu-
dies have challenged this viewpoint for these and other TFs 
[7–10]. Chromatin immunoprecipitation (ChIP) exper-
iments result in co-purification of specific transcription 
factors and the fragments of DNA they are bound with 
in vivo. This DNA, purified, can be hybridized to a tiling 
microarray (ChIP-chip) or directly sequenced (ChIP-Seq) 
for whole genome detection of the bound regions. The 
intensity of ChIP-purified DNA hybridization to a micro-
array serves as a proxy for the strength of binding with 
every bound site [8]. The TFs studied so far appear to be 
strongly bound to thousands of regulatory regions, and 
more weakly bound to up to tens of thousands more sites. 
Although surprising, this observation is not unexpected. 
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Most eukaryotic TFs recognize short degenerate DNA 
motifs that occur frequently throughout the genome. From 
thermodynamic considerations, the majority of TF mol-
ecules are expected to be bound to DNA in a nucleus, rather 
than being free in a solution. Since many of the blastoderm 
factors are present at concentrations of many tens of 
thousands of molecules per cell, they must bind to any 
moderate to high affinity recognition sequences they can 
find [8]. The question then arises as to what fraction of 
these binding sites regulate genes. One hypothesis is that 
many of the high affinity sites are important for regulation, 
and that the cell machinery somehow is capable of ignoring 
binding to lower affinity sites [10]. Using data on co-vari-
ation in expression between regulators and targets, we ask 
whether binding strength mediates the regulatory effect of 
TFs on direct targets. 

Does the strength of TF binding correlate with the 
strength of regulation? 
We have focused on combining two data sets. From one of 
them [4], we have information on the level of expression of 
TFs and all the genes they putatively regulate. Imagine, 
for instance, that in some of the nine genotypes, Bcd is 
expressed at higher levels compared with the rest of the 
genotypes. If Bcd activates downstream targets in a man-
ner dependent on its level of expression [11], we might hope 
to detect higher expression of the target gene in the high 
Bcd genotypes (if it acts as an activator). The second data 
set we draw from is for the strength of binding of several of 
these same segmentation TFs with their downstream tar-
gets [8]. If our hypothesis that Bcd regulates only strongly 
bound sites, but does not affect expression through those 
bound weakly is correct [10], then Bcd upregulation should 
affect the downstream genes that are strongly bound, while 
effectively ignoring more weakly bound targets. 

We integrated datasets for five of the TFs studied in Ref. 
[8] — the maternal factors Bicoid and Caudal, and the 
zygotic factors hunchback, Kruppel, and giant—and their 
putative downstream targets (knirps was excluded owing 
to the small number of high-confidence bound regions). For 
each TF-downstream target pair, we used two measure-
ments: co-variance in expression levels among genotypes 
[4] and the strength of TF-binding [8]. We hypothesized 
that the co-variation and strength should themselves co-
vary. Consistent with this hypothesis, we found highly 
significant correlations for all five transcription factors 
(Table 1, Supplementary Figure 1). (Note that the P-values 
are based on an assumption independence of gene expres-
sion levels, which is a typical assumption but not necess-
arily true [3]). For comparison, we also asked whether 
there was a relationship between co-variation in expres-
Table 1. Relationship between co-variation in expression and bind

Transcription 

factor 

Role Number of 

Bound Sites 

Correlation

binding st

(Significan

Bcd maternal 692 0.193 (1.0

Cad maternal 1331 0.109 (1.3

gt zygotic 966 0.106 (6.83

hb zygotic 1788 0.106 (2.5

Kru zygotic 2900 0.230 (2.20
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sion between TFs and their targets and the distance from 
the closest bound region to the target gene. Only one of the 
five comparisons was marginally significant, and all of the 
correlations were of appreciably smaller magnitude 
(Table 1). 

The magnitude of the significant associations between 
binding strength and co-variation in expression is low, but 
the expectations above are clearly naı̈ve at multiple levels. 
First, a TF acts in a spatially and temporally complex way, 
and a one-to-one correspondence in whole-egg extracted 
RNA samples would be astounding to detect. Second, and 
possibly more importantly, TFs exhibit both direct and 
indirect control over hundreds of genes. This indirect con-
trol can result in high co-variation in expression even with 
genes that are very weakly bound by the TFs themselves, 
but that might be strongly bound by an intermediate 
protein. Furthermore, many of these TFs control the same 
genes, and there is a significant overlap (sometimes as high 
as 80% [8]) between bound regions for the five transcription 
factors. Although this overlap does not change any of the 
correlations reported in Table 1, it might mean that each 
does not represent an independent data point. In any case, 
we conclude that TFs affect expression of their down-
stream targets with the strength of the binding being a 
mechanistically sound predictor for the strength of this 
effect, supporting the above hypothesis [10]. Larger, 
higher-power experiments will be required to test whether 
or not weakly bound sites are not regulated, or are weakly 
regulated. 

Different binding motifs appear more or less susceptible 
to quantitative regulatory effects 
Although these analyses demonstrate the predicted 
relationships between strength of binding and regulatory 
control, they do not reveal the mechanism(s) by which 
regulatory control is imposed. Previous analyses have 
shown that the strength of TF binding is correlated with 
the number of binding site motifs for a particular TF found 
in bound regions [8]. We further hypothesized that there 
might be specific binding site motifs over-represented in 
bound regions flanking genes that show strong regulatory 
control by TFs, providing a mechanistic link to regulatory 
control. 

For all five TFs considered above, we counted the 
number of DNA motifs in high-confidence bound regions 
that were significant matches (P<0.05) to the experimen-
tally determined position-specific weight matrices 
(PSWM) using the program Patser [12]. While the vast 
majority of bound regions did contain a recognizable 
motif matching the PSWM, not all did. We first asked 
whether the transcribed genes closest to bound regions 
ing properties 

 with 

rength 

ce) 

Correlation with the 

Distance to the 

Gene (Significance) 

Correlation with the 

Number of Binging 

Sites (Significance) 

8  105) 0.026 (0.56) 0.006 (0.89) 

4  103) 0.033 (0.34) 0.029 (0.39) 

  103) 0.085 (2.91  102) 0.074 (0.058) 

9  104) 0.051 (8.04  102) 0.005 (0.85) 

  1016) 0.009 (0.71) 0.123 (1.58  107) 



 

 

Figure 1. Over- and under-representation of nucleotides in binding site motifs. The graph shows those nucleotides either over-represented (‘enriched‘) or under-

represented (‘depleted‘) in the motifs found in bound regions flanking genes that co-vary with the transcription factor Giant. The height of each letter represents the amount 

of over- or under-representation, with letters in-between the two lines representing invariant positions (i.e. the ‘A’ in positions 7 and 8 of the binding motif). All nucleotides 

shown are significant at P<0.05. 
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containing even a single binding motif were more likely 
to show co-variation in expression with their TF. For 4 
out of 5 TFs there was a highly significant relationship, 
with genes flanked by regions containing no binding 
sites being 75% less likely to co-vary with the TF 
(Supplementary Table 1). 

Among bound regions that do contain a significant 
match to the DNA binding sites for each TF (i.e. the 
PSWM), we next asked whether there was a significant 
difference in the nucleotides used at each position of the 
binding site between genes that either do or do not co-vary 
with their TF. We used the program Two Sample Logo [13] 
to test for differences (using both a t-test and a multinomial 
sampling distribution), and found significant over- or 
under-representation of specific nucleotides in 4 out of 5 
TF binding sites (Figure 1 and Supplementary Figure 2). 
These differences point to specific nucleotides that are 
more or less likely to be found in binding motifs flanking 
genes under strong regulatory control, but do not identify 
whole motifs associated with strongly regulated genes. In 
order to find such motifs, we looked for specific sequences 
matching the PSWM that are found in excess in those 
bound regions flanking genes that significantly co-vary with 
each TF. Considering only motifs found a minimum of 10 
times, we found only one motif that was significantly over-
represented: GGAAATTTTATTAC was more than three 
times more likely to be used near genes strongly regulated 
by Caudal than in bound regions not associated with regu-
latory control (P = 1.5  107 , x2-test).Overall, these results 
show that there are specific DNA signals associated with 
transcriptional regulation that are not obvious when simply 
comparing bound vs. unbound regions. 

Concluding remarks 
Modern genomic technologies have the ability to gener-
ate thousands of candidate genes for many biological 
processes, but validation of these candidates is still 
generally done via gene-by-gene perturbation. However, 
the variation  found in nature represents a multifactorial
perturbation experiment, potentially giving us the 
tools for multi-gene validation if we are able to appro-
priately connect genotype to phenotype [14]. Here,  we
showed that the patterns of co-variation among tran-
scription factors and their target genes can establish the 
predictive power of binding strength and binding motifs 
for the strength of regulatory control. Future exper-
iments using natural variation will further allow us to 
build up the causal networks underlying important phe-
notypes. 
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