Lower Linkage Disequilibrium at CNVs is due to Both Recurrent Mutation and Transposing Duplications
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Abstract

Copy number variants (CNVs) within humans can have both adaptive and deleterious effects. Because of their phenotypic significance, researchers have attempted to find single nucleotide polymorphisms (SNPs) in high linkage disequilibrium (LD) with CNVs to use in genomewide association studies. However, studies have found that CNVs are less likely to be in strong LD with flanking markers. We hypothesized that this “taggability gap” can be explained by duplication events that place paralogous sequences far apart. In support of our hypothesis, we find that duplications are significantly less likely than deletions to have a “tag” SNP, even after controlling for CNV length, allele frequency, and availability of appropriate flanking SNPs. Using a novel likelihood method, we are able to show that many complex CNVs—those due to multiple duplication or deletion polymorphisms—are made up of two loci with little LD between them. Additionally, we find that many polymorphic duplications detected in a recent clone-based study are located far from their parental loci. We also examine two other common hypotheses for the taggability gap, and find that recurrent mutation of both deletions and duplications appears to have an effect on LD, but that lower SNP density around CNVs has no effect. Overall, our results suggest that a substantial fraction of CNVs caused by duplication cannot be tagged by markers flanking the parental locus because they have changed genomic location.
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Introduction

Recent surveys of genomic structural variation have revealed copy number variants (CNVs) among individuals in many species, including humans and flies (Sebat et al. 2004; Tuzun et al. 2005; Dopman and Hartl 2007; Emerson et al. 2008). In humans, CNVs have been linked to both advantageous (e.g., Perry et al. 2007; Xue et al. 2008) and deleterious (e.g., Lupski et al. 1991; Cook and Scherer 2008) phenotypes. Because of their phenotypic significance, an important problem in genomewide association studies is how well we will be able to tag common CNVs using single nucleotide polymorphisms (SNPs) in linkage disequilibrium (LD) with them (Conrad and Hurles 2007). However, multiple studies (Locke et al. 2006; Redon et al. 2006; McCarroll et al. 2008) have found a “taggability gap” for common CNVs—fewer of these loci are in strong LD (r² > 0.8) with flanking markers than are frequency-matched SNPs. The two most often proposed explanations offered for this gap are reduced SNP density around CNVs and recurrent mutation, which results in alleles being present on different SNP backgrounds (Redon et al. 2006; McCarroll et al. 2008). However, no convincing evidence that either of these explanations contribute to the taggability gap has been presented.

Here we examine these hypotheses along with a third explanation that relies on the conflation of two very different mutational sources underlying CNVs: namely duplications and deletions. Given the nature of the array-based genotyping platform used by most studies of CNVs, the locations of deletions (relative to the reference genome) are known exactly—they occur at the same map location as the probes used on the array. However, duplications (relative to the reference genome) do not necessarily have to occur at the same location as the probes that detect them—they can lie anywhere in the genome of the sample. Newly duplicated regions that are inserted far from the location of the probes used to detect them will fail to be tagged by SNPs flanking the “parental” locus (Redon et al. 2006).

There is a large body of evidence showing that a significant proportion of duplications found in the human genome are nontandem (Bailey et al. 2002; She et al. 2004; Cheng et al. 2005; She et al. 2006; Jiang et al. 2007). She et al. (2006) estimate that 55% of recent human duplications longer than 1 kilobase (kb) are more than 1 megabase (Mb) apart or on different chromosomes, while McGrath et al. (2009) find an approximately equal proportion of recent human gene duplicates at similar distances. There are multiple mutational mechanisms responsible for placing duplicated sequences far away from the parental (source) locus, including retrotransposition, nonallelic homologous recombination (NAHR), and nonhomologous end joining (reviewed in Paques and Haber 1999). Because duplications present in the reference assembly and CNVs are likely to share the same mutational mechanisms, and indeed many duplications in the reference are polymorphic (Redon et al. 2006; Conrad and Hurles 2007), there is no reason to believe that CNVs are not commonly transposed to new locations as well.
Although the hypothesis that the taggability gap is explained by transposing duplicates was mentioned in Redon et al. (2006), these authors cited the study of Woodward et al. (2005) as evidence against non tandem duplications. However, this study dealt only with a single locus already known to be a site of tandem duplication (Woodward et al. 1998), so it is of little use in inferring the proportion of polymorphic duplications that are arranged in tandem. Therefore, in this paper we thoroughly examine the hypothesis that the taggability gap between CNVs and SNPs occurs largely because of reduced LD at CNVs caused by transposing duplication events. We present three main analyses that all support this hypothesis, two based on CNV data from microarrays (McCarroll et al. 2008) and one based on data obtained by deep paired-end sequencing of fosmid clones (Kidd et al. 2008). Both of these methods are biased to some extent in that they do not detect all the CNVs in the genome: arrays do not have as many SNPs in highly repetitive regions, and clone-based methods cannot accurately estimate distances in poorly assembled regions. But we show that even if we are missing over half of all CNVs, and these undetected CNVs do not follow the trends we observe, our results still support a general conclusion on the causes of the taggability gap. We also conduct analyses to assess the effects that recurrent mutation or lower SNP density might have and find that recurrence appears to make a modest contribution to the taggability gap, but that low SNP density makes no contribution at all.

Materials and Methods

CNV Data Sets

Three hundred ninety-four biallelic, autosomal CNVs from the McCarroll data set (referred to as “CNPs” in that paper; those found in figure 3 panels c and d of McCarroll et al. 2008) were included in our analyses. CNVs inferred to be duplications relative to the reference had apparent copy numbers of 2, 3, and 4, whereas those inferred to be deletions relative to the reference had copy numbers of 0, 1, and 2 (supplementary fig. S1a, Supplementary Material online). Thirty “complex” CNVs from the McCarroll data set (figure 3 panels e and f of McCarroll et al. 2008) were also examined (see below). SNP genotypes and positions were downloaded from the HapMap Phase II data set (www.hapmap.org). The sequenced inserts from Kidd et al. (2008) were obtained from J.M. Kidd and E. Eichler.

PHASE 2.1 (Stephens and Donnelly 2003) was run on each of the 394 biallelic CNVs separately for each of the four HapMap populations, along with 25 SNPs upstream and 25 SNPs downstream from the same individuals, to determine their haplotypic phase. In cases where there were fewer than 25 SNPs available on one side of the CNV, more SNPs were included on the other side to bring the total to 50. For duplications, individuals with copy numbers of 2, 3, and 4 were assigned the genotypes −/−, −/+ , and ++/+, respectively. For deletions, these same genotypes were assigned to copy numbers 0, 1, and 2, respectively. The chromosomal positions of the SNPs and CNVs were ignored and default parameters were used. Before phasing and all subsequent analyses, children from family trios present in the HapMap samples were discarded.

Size- and Density-Matched Data Sets of Duplications and Deletions

To construct a subset of the McCarroll et al. (2008), deletions with a length distribution matching that of the duplications, a histogram of duplication lengths was calculated, with bins for increments of 10 kb ranging from 10 kb to 200 kb. Deletions were then binned in the same fashion. For each of these bins, one deletion was randomly selected for each of the duplication in the corresponding duplication bin for a total of 50 deletions. In the few cases where there were bins with fewer deletions than duplications, an extra deletion was taken from the bin corresponding to the next longest range of lengths. The number of duplications in the resulting set with at least one tag SNP (\( r^2 > 0.8 \)) in at least one population was then counted. One thousand such random sets were generated and the average number of deletions with at least one tag SNP in at least one population in these sets was 35.1 of 50. A similar approach was used to make SNP density-matched data sets for duplications and deletions.

Inferring LD at Complex CNVs

In addition to two-allele duplications and deletions, McCarroll et al. (2008) detected a number of “complex CNVs,” or CNVs with more than three distinct copy numbers (i.e., 0, 1, 2, 3, and 4 or 2, 3, 4, 5, and 6; supplementary material fig. S1b and c, Supplementary Material online). Unlike simple duplications and deletions, these complex CNVs likely have two variant loci (see Results and Discussion). Because we can only observe gross copy numbers for diploid individuals, and not exact genotypes, we used maximum likelihood to estimate the marginal allele frequencies at each of the two constituent loci, denoted \( \phi_1 \) and \( \phi_2 \), and the coefficient of disequilibrium, \( D \), between them. Given presence and absence alleles at each of the two variant loci making up a complex CNV, there are four possible haplotypes with frequencies \( p_{00} \), \( p_{01} \), \( p_{10} \), and \( p_{11} \) (where \( p_{00} \) represents the case of two absence alleles on the same chromosome and \( p_{11} \) represents the case of two presence alleles on the same chromosome). Haplotype frequencies are therefore defined as:

\[
\begin{align*}
p_{00} & = \phi_1 \phi_2 + D \\
p_{10} & = (1 - \phi_1) \phi_2 - D \\
p_{01} & = \phi_1 (1 - \phi_2) - D \\
p_{11} & = (1 - \phi_1)(1 - \phi_2) + D.
\end{align*}
\]

Multiple combinations of haplotypes in a single genotype can underlie the same copy number phenotype; for example, the genotypes \( p_{00}/p_{11} \) and \( p_{10}/p_{01} \) will both give an individual with copy number 2. Assuming Hardy–Weinberg equilibrium, the frequency of each of the observed copy number phenotypes, \( M_i \) (where \( i \) can take on values
0, 1, 2, 3, or 4), are therefore related to haplotype frequencies by the following set of equations:

\[
M_0 = p_{00}^2
\]
\[
M_1 = 2p_{01}p_{00} + 2p_{10}p_{00}
\]
\[
M_2 = p_{10}p_{10} + p_{01}p_{01} + 2p_{11}p_{00}
\]
\[
M_3 = 2p_{01}p_{11} + 2p_{10}p_{11}
\]
\[
M_4 = p_{11}^2.
\]

Finally, the likelihood of each set of assignments for \(\psi_1, \psi_2,\) and \(D,\) is given by:

\[
L = \sum_{i=0}^{4} M_i^n,
\]

where \(n_i\) is the observed number of individuals with \(i\) copies at a complex CNV in a given population and \(M_i\) is the expected frequency of individuals with \(i\) copies calculated from \(\psi_1, \psi_2,\) and \(D.\)

To find the maximum likelihood values for all parameters, allele frequencies between 0 and 1 (inclusive) were generated for all increments of 0.01 for both variant loci. For each generated combination of allele frequencies, the range of values of \(D\) was given by the maximum and minimum products of marginal allele frequencies (Lewontin 1964). Since this range can be quite small, depending on the allele frequencies, increments of 0.001 were used. The likelihood was calculated for each assignment of \(\psi_1, \psi_2,\) and \(D\) for each complex CNV in each population to determine the most likely value of \(D'\) (calculated from \(\psi_1, \psi_2,\) and \(D).\) However, many combinations of parameters yielded the same expected values of \(M_i\) and were consequently given the same likelihood. Therefore, we took the average of \(D'\) of all of the combinations of \(\psi_1, \psi_2,\) and \(D\) sharing the highest likelihood score. The likelihood of this value of \(D'\) was then calculated under two different models via simulation: one with perfect LD and one with no LD.

When simulating populations of individuals with complex CNVs under the no-LD model, the two loci in a complex CNV were treated as separate polymorphisms with independent allele frequencies \(\psi_1\) and \(\psi_2\) (supplementary material fig. S1c, Supplementary Material online). Given a pair of allele frequencies, the genotype frequencies of each gamete were then generated according to equation (1), with \(D\) constrained to be 0. Copy number frequencies were then generated according to equation (2). These copy number frequencies were then multiplied by 60 to create populations with 60 individuals—the same size of the Yoruban adult population in the McCarroll et al. (2008) set of complex CNVs. A population was generated for each pair of \(\psi_1\) and \(\psi_2\) such that both allele frequencies were multiples of 0.05 between 0.05 and 0.95.

In the perfect-LD model, both loci in the complex CNV were assumed to always be arranged perfectly in tandem whenever both were present in the same gamete, similar to a microsatellite with two alleles: one copy or two copies (supplementary material fig. S1b, Supplementary Material online). These simulations were carried out by treating the two copies as separate variants with presence/absence alleles and perfect LD between the two variants, such that the only possible haplotypes are: 0 copies (denoted 00), 1 copy (10), and two tandem copies (11). Gamete frequencies for these multiallelic complex CNVs were generated from allele frequencies \(\psi_1\) and \(\psi_2\) according to the following equations:

\[
p_{00} = \min(\psi_1, \psi_2)
\]
\[
p_{10} = \max(\psi_1, \psi_2) - \min(\psi_1, \psi_2)
\]
\[
p_{01} = 0
\]
\[
p_{11} = 1 - \max(\psi_1, \psi_2).
\]

Again, populations of 60 individuals were simulated for all pairs of allele frequencies \(\psi_1\) and \(\psi_2\) between 0.05 and 0.95 constraining each to be a multiple of 0.05. For each simulation under each model, the likelihood of all combinations of \(\psi_1, \psi_2,\) and \(D\) was calculated in the same manner as for the real data: the average value of \(D'\) of all combinations sharing the highest likelihood given the simulated copy numbers was calculated.

To classify a complex CNV in the observed data as either being from the no-LD or perfect-LD model, the average \(D'\) value given by all \(\psi_1, \psi_2,\) and \(D\) combinations sharing the highest likelihood score given the observed copy numbers was calculated. The likelihood of this average \(D'\) value was evaluated under the two simulated data sets. The likelihood of a \(D'\) value under the perfect-LD model was given by the area under the curve of the perfect-LD average \(D'\) distribution to the left of that value of \(D'.\) (supplementary material fig. S2, Supplementary Material online). Similarly, the likelihood of a \(D'\) value under the no-LD model was given by the area under the curve of the no-LD average \(D'\) distribution to the right of that value of \(D'.\)

Simulating Recurrent Mutation at Complex CNVs

In the perfect-LD model described in the previous section, the complex CNV behaves like a microsatellite with three different alleles. The problem of generating such a population with recurrent mutation is identical to that of generating one without recurrence, then adding mutations by performing the following replacements as desired: replacing a 11 with a 10 (recurrent deletion), replacing a 10 with a 11 (recurrent duplication), or replacing a 10 with a 00 (recurrent deletion); note that 00→10 mutations are not considered as a new stretch of DNA would have to be inserted. We performed these replacements to generate populations with recurrent mutations at complex CNVs and constrained the allele frequencies of the two copies to be the same as for the simulations described in the previous section. However, the resulting populations were identical to those generated in the simulations based on the perfect-LD model described in the previous section for all allele frequency pairs, regardless of the rate of recurrence (i.e., the number of replacements).
Table 1. Presence of Flanking SNPs in Linkage Disequilibrium With Duplications and Deletions.

<table>
<thead>
<tr>
<th></th>
<th>SNP with $r^2 &gt; 0.8$</th>
<th>No SNP with $r^2 &gt; 0.8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duplications</td>
<td>12</td>
<td>38</td>
</tr>
<tr>
<td>Deletions</td>
<td>231</td>
<td>113</td>
</tr>
</tbody>
</table>

**Blast Analysis**

The sequences of 84 high-confidence insertions detected by fosmid end-sequence mapping in Kidd et al. (2008) were Blasted against NCBI build 36 of the human genome. For each query, high-scoring pairs within 100 bp of each other were merged into one hit. The maximum length of these merged hits and the highest percent identity of the hits were then recorded. For a given insert query, all hits that were at least two-thirds the length of the longest hit or within 2.5% of the maximum percent identity were considered to be possible parental loci of the duplication. The closest of these hits was then considered to be the parental locus, and the distance between the closest hit and the coordinates of the insertion reported in Kidd et al. (2008), which were converted to NCBI build 36 coordinates by lift-Over on the UCSC Genome Browser (http://genome.ucsc.edu/; Karolchik et al. 2008), was then calculated.

**Simulating Error in Deletion Genotyping**

Genotyping errors were introduced into our set of deletions for error rate increments of 1%. For a given error rate and deletion polymorphism, the appropriate number individuals were randomly selected from each population for genotyping errors. If the selected individual was inferred by McCarroll et al. (2008) to have two copies or zero copies, this was changed to one, if the individual had one copy, this was randomly changed to a two or a zero with equal probability. After these errors were introduced, LD was recalculated and the number of deletions with a tag SNP in at least one population was counted. This process was repeated using increasing error rates until deletions with simulated errors were not significantly more likely to have tag SNPs than duplications with no simulated errors.

**Inferring State of Chimpanzee Genome**

For a random subset the biallelic McCarroll CNVs (86 deletions and 12 duplications), the chimpanzee genome was examined to infer the ancestral state of the CNV. For duplications, this was done by doing a Blast search of the CNV against assembly version 2.1 of the chimpanzee genome. Duplications found to have no more than one copy in the chimpanzee genome were inferred to be true duplications, rather than deletions present in the reference. For deletions, the human–chimpanzee genomic alignment of the CNV region was obtained from ENSEMBL (Hubbard et al. 2009) and used to determine if the sequence was present in the chimpanzee genome. If the deleted sequence was found to be mostly present in the chimpanzee genome, the deletion was inferred to be a true deletion in humans rather than duplication present in the human reference genome.

**Results and Discussion**

Duplications are Less Likely to Have a Tag SNP Than Are Deletions

We collected genotype data for 394 common, biallelic CNVs with simple inheritance patterns from the data set presented in McCarroll et al. (2008), as well as 25 flanking SNPs both upstream and downstream of the probes used to detect each CNV from the same HapMap samples. The CNVs were separated into deletions ($n = 344$) and duplications ($n = 50$) based on hybridization intensities, with copy numbers of 0, 1, and 2 for deletions and 2, 3, and 4 for duplications (supplementary material fig. S1a, Supplementary Material online; McCarroll et al. 2008). We constructed haplotypes for each locus for each population separately using the program PHASE v2.1 (Stephens and Donnelly 2003). If duplications do not lie near their parental locus, then the haplotypic phase of these genotypes should be more uncertain than for deletions. This is in fact what we find across populations, with PHASE inferring a greater proportion of duplicates with ambiguous placement onto haplotypes than deletions ($P = 0.004$, Fisher’s exact test (FET)). When we further ask about the maximum $r^2$ values found between the flanking SNPs and the CNVs, we find a significant paucity of duplications with tagging SNPs having $r^2 > 0.8$ in any population ($P = 1.05 \times 10^{-8}$FET). Nearly 65% of all deletions have a SNP tagging them with $r^2 > 0.8$, whereas only 24% of duplications do (Table 1).

Differences in population allele frequencies between duplications and deletions (Locke et al. 2006; Redon et al. 2006) could lead to differences in levels of LD without any difference in the genomic position of each. To control for this possibility, we made frequency-matched comparisons of $r^2$ for duplications and deletions (fig. 1); the difference in LD between duplications and deletions across frequency bins was highly significant ($P < 2 \times 10^{-26}$, analysis of variance). These results demonstrate that there is
a general trend for duplications to show lower LD with SNPs flanking the probes used to detect them than there is for deletions.

Duplications relative to a reference genome detected by hybridization to an array may in fact be deletions that are present in the reference genome. Similarly, deletions relative to a reference may in fact be duplications present in the reference genome, finding a tag SNP is only dependent on whether CNVs are duplications or deletions relative to the reference genome, and not their evolutionary origin. For example, even if an apparent deletion relative to the reference is really a derived duplication found only in the individuals used to assemble the reference genome, the newly duplicated sequence is included in the assembly and therefore can have probes located at the actual location that it is inserted into (supplementary material fig. S3, Supplementary Material online). However, because the location of probes used to detect CNVs are based on the reference genome, finding a tag SNP is only dependent on whether CNVs are duplications or deletions relative to the reference genome, and not their evolutionary origin. For example, even if an apparent deletion relative to the reference is really a derived duplication found only in the individuals used to assemble the reference genome, the newly duplicated sequence is included in the assembly and therefore can have probes located at the actual location that it is inserted into (supplementary material fig. S3, Supplementary Material online). Nevertheless, to ensure that the trend we observe in duplications and deletions relative to a reference was also present in evolutionary duplications and deletions, we inferred the ancestral states of a random subset of our CNVs by examining the state of the chimpanzee genome (see Materials and Methods). In total, we determined the ancestral states of approximately one quarter of our data set. Eleven of the 12 duplications relative to the reference were confirmed to be duplications absent in the chimpanzee genome, and 78 of 86 deletions relative to the reference were in fact derived deletions. We then determined which of these 11 duplications and 78 deletions had at least one tag SNP, and found that the trend of lower LD around duplications was still present and significant despite the much smaller data set tested ($P = 0.014$, FET).

**LD Within Complex CNVs**

As a second independent test of our hypothesis, we examined 30 so-called “complex” CNVs (loci with more than three distinct copy numbers; McCarroll et al. 2008). In our data set, these loci have copy numbers of either 0, 1, 2, 3, and 4, or 2, 3, 4, 5, and 6. These types of CNVs are sometimes referred to as “multiallelic” in the literature (Conrad and Hurles 2007; McCarroll et al. 2008), where they are thought to act like a microsatellite locus with either 0, 1, or 2 tandem repeats present on any single chromosome (supplementary material fig. S1b, Supplementary Material online). Alternatively, these cases could be due to two paralogous loci each segregating presence and absence alleles, at any distance apart (supplementary material fig. S1c, Supplementary Material online). In either case, every complex CNV is made up two loci, of which either can show the presence or absence of a stretch of DNA. This makes it possible to directly assess LD between the two loci, and allows us to ask whether they are closely linked or not. If the complex CNV is made up of two tandem loci, essentially behaving like a single multiallelic locus, the LD between the two should be quite high. If the two loci are far apart on the same chromosome or even on different chromosomes, the LD should be quite low.

To estimate levels of LD, we found the maximum likelihood values of the marginal allele frequencies at the two loci and the LD coefficient between them (see Materials and Methods). To ensure that this method can accurately identify loci with very high and very low levels of LD, we simulated data sets with combinations of allele frequencies at the two constituent loci between 0.05 and 0.95. Because multiple combinations of parameters give the same maximum likelihood, we used the average $D'$ of the maximum likelihood combinations for each locus as a measure of LD. Our simulation results (supplementary material fig. S2, Supplementary Material online) show that there is good separation between a model with no LD and a model with complete LD, and therefore that we can classify individual loci as one or the other (or having an intermediate level of LD).

The likelihood of each complex CNV in our data set was calculated under both models (see Materials and Methods). In total, 18 CNVs had higher likelihoods under the perfect-LD model, whereas 12 were more likely under the no-LD model. However, many more of these CNVs fit the perfect-LD model with 95% confidence than the no-LD model (13 vs. 3). These results show that relatively few CNVs have zero LD between copies, but they also seem to show that many do not appear to have very high LD between copies either. These results suggest that some complex CNVs are arranged perfectly in tandem, whereas others have duplicate loci that are separated enough to reduce LD between them but not to eliminate it completely, and only a few are far enough apart to result in no LD at all.

Recurrent mutation is often postulated as an explanation for lower LD around CNVs (see “Alternative Hypotheses” below) as it results in derived alleles being present on multiple SNP backgrounds. Because our analysis above deals only with LD between the polymorphic duplicate loci and not with nearby SNPs, it is unlikely that recurrence could explain the lower LD within complex CNVs. Nevertheless, we simulated populations with complex CNVs exhibiting recurrent tandem mutations, but constrained to have the same marginal allele frequencies (see Materials and Methods). As expected, recurrent mutation has no effect on levels of LD between the two constituent loci (data not shown; see Materials and Methods). This supports our conclusion that low LD within complex CNVs is evidence of transposing duplications.

**Clone-based Mapping of CNVs**

As a third independent way to demonstrate the possible effects of transposing duplicates on the taggability gap, we looked at the genomic source of duplications identified using a clone-based mapping approach (Tuzun et al. 2005; Kidd et al. 2008). In this method, genomic DNA from a sample individual is used to create a fosmid clone library. The two ends of the inserts in these clones are then sequenced.
and mapped to the reference genome. The length of the region of the reference genome assembly spanned by the clone is then compared with the expected fosmid insert length. Spanned regions of the reference significantly smaller than the expected insert size are inferred to be deletions in the sample individual (relative to the reference genome), whereas larger than expected regions of the reference genome spanned by the paired ends are inferred to be duplications in the sample individual (relative to the reference). One should note that this method offers an alternative to standard array-based approaches because the actual location of the insertion is identified rather than increased hybridization signal at the location of the parental DNA. Although this method is not without its own biases, it allows one to search the human genome for the source of the insertion sequences to determine exactly how far duplicated loci have traveled.

For 84 high-confidence insertion events (those covered by two or more clones) sequenced by the study of Kidd et al. (2008), we were able to determine the source of the parental DNA by finding the best Blast hit of the clone’s insert (with mapped ends removed); we conservatively consider the nearest locus to be the source when multiple regions of the genome were highly similar to the insert. We found that at least three of the polymorphic duplications are on different chromosomes than their parental loci and that at least 39 of all 81 duplications on the same chromosome as their parent are more than 50 kb away, where LD is expected to be significantly reduced (Reich et al. 2001). After removing duplications largely composed of transposable elements, we still found that approximately one-third of the duplicated sequences were greater than 50 kb away from their parental locus and about one-fifth were over 1 Mb away (supplementary material table S1, Supplementary Material online). These results are consistent with multiple studies of paralogous genes and loci found in the human genome reference sequence (Jiang et al. 2007; Han and Hahn 2009) and show that newly duplicated sequences can occur far from the loci they are copied from. The results also support our hypothesis that a substantial fraction of CNVs caused by duplication cannot be tagged by SNPs flanking the parental locus because they have changed genomic location.

Unfortunately, not enough individuals have yet had clone-based maps constructed so that we can calculate LD between the “parent” and “daughter” duplicates. In addition, we did not find any overlap between the CNVs detected in the array-based and clone-based data sets considered here. Further analysis of LD among duplicates known to lie in distant genomic regions will therefore have to wait for larger data sets.

**Alternative Hypotheses**

As mentioned in the Introduction, there have been several other hypotheses proposed to explain the CNV taggability gap, including recurrent mutation and lower SNP density in regions surrounding CNVs. We consider these two hypotheses in turn as well several additional possible explanations for our results.

One commonly proposed mechanism for the lower taggability of CNVs is that they are subject to higher rates of recurrent mutation than are SNPs (Locke et al. 2006; Redon et al. 2006; McCarroll et al. 2008). To explain our results, however, there must be higher rates of recurrent mutation for duplications than deletions. From a mechanistic perspective such a difference between duplications and deletions seems unlikely: nonallelic crossing-over between sister chromatids or between homologous chromosomes always results in one chromosome with duplicated sequence and one with deleted sequence, whereas nonallelic crossing-over within the same chromatid only results in deletions (Turner et al. 2008). The only mechanism that results solely in duplicated sequence (retrotransposition) is more likely than not to place paralogous sequences on different chromosomes. Very few studies have quantified rates of recurrence in CNVs in an unbiased manner, and those that have done this have actually found that there were more recurrent deletions than duplications (Egan et al. 2007; Turner et al. 2008). Egan et al. (2007) found that 59% of large deletions (13/22) were recurrent, whereas only 45% (9/20) of large duplications were. Turner et al. (2008) examined four loci known to undergo frequent NAHR events and also found that recurrent deletions were more common than recurrent duplications. Despite the small number of loci examined in these studies, their findings clearly show that there is no preference for recurrent duplications over recurrent deletions.

It is possible that CNVs of different lengths have different likelihoods of recurrence, regardless of whether they are duplications or deletions. Though the distribution of lengths between duplication and deletion CNVs in the McCarroll et al. (2008) data set overlap, there is a significant difference in average size (~15 kb for deletions, and ~43 kb for duplications) likely due to the higher detectability of small deletions. To ensure that this is not the cause of our observations, we controlled for differences in the length of CNVs by randomly selecting 1000 subsets of deletions with a length distribution matching that of the set of duplications (see Materials and Methods). We then compared the average number of deletions having a tag SNP in these sets with the number of duplications having a tag SNP, finding that the difference was again significant ($P = 7.40 \times 10^{-6}$, FET). In fact, approximately 70% of these longer deletions had a tag SNP in the bootstrapped data sets on average, slightly higher than deletions as a whole, showing that larger events are not less likely to have a tag SNP.

To directly evaluate the impact of recurrent mutation, we asked whether the nearest 3′ flanking SNP to each of our deletion CNVs were themselves tagged ($r^2 > 0.8$) by another SNP, and compared these counts with the number of deletions with a tag SNP. This paired comparison eliminates any effect of SNP density and should assess only the effect of recurrent mutation (note that this analysis is only informative for SNPs near deletions, as similar observations
near duplications would be consistent with both recurrence and nontandem duplication). We find that there is no significant difference between the proportion of SNPs and deletions that are tagged ($P = 0.57$, FET), though there is a slightly higher proportion for SNPs (Supplementary table S2, Supplementary Material online). To further investigate any differences, we again made a frequency-matched comparison of LD between flanking SNPs and deletions (fig. 1). We found a statistically significant difference, though the difference is confined to low-frequency mutations ($P \leq 0.02$ for the three frequency bins containing variants with $MAF \leq 0.3$, t-tests). This observation is best explained by recurrent mutations creating the same deletion polymorphisms on multiple different backgrounds, though we do not have an explanation for the frequency dependence of the difference in LD between SNPs and CNVs. It is not surprising that we find some evidence for recurrent mutations at CNVs, as CNVs are often found in regions likely to be hotspots of NAHR (Itsara et al. 2009). Although evidence for recurrent mutation at deletions almost certainly implies a similar or slightly smaller effect on duplications (Egan et al. 2007; Turner et al. 2008), the taggability gap between deletions and duplications appears to be larger than the gap between deletions and SNPs. These results imply that transposing duplications may play a greater role in reducing the taggability of CNVs than does recurrent mutation.

A second commonly proposed explanation for the taggability gap is that there is a lower density of SNPs surrounding CNVs—at least on the array—and therefore less of a chance of finding a tag SNP. Again, to explain our observed difference in LD between duplications and deletions, it must be that there is decreased SNP density around duplications relative to deletions. Although we find that the distance to the closest flanking SNP is actually lower for duplications compared with deletions (760 bp vs. 1122 bp), there is slightly lower SNP density in 100 kb windows centered around duplications than deletions (0.00126 SNPs per base pair around deletions vs. 0.00102 per base pair around duplications; $P = 0.027$, t-test). To control for this, we randomly selected density-matched subsets of deletions, as we did with the size matching described above. Again, we find a paucity of tag SNPs around duplications relative to deletions ($P = 7.40 \times 10^{-6}$, FET). As with the size-matched set, density-matched deletions were no less likely to have tag SNPs than deletions as a whole, with 69% of density-matched deletions being tagged on average versus 65% of the entire set of deletions. The finding that decreasing SNP density around deletions does not reduce their chances of being tagged by a SNP also casts some doubt on the possibility that lower SNP density around CNVs contributes to the taggability gap. Additionally, we find that the SNP density around the 344 deletions is no lower than the SNP density in 100 random regions of the genome 100 kb in length ($P = 0.26$, t-test). Thus, it seems highly unlikely that low SNP density around CNVs contributes to the taggability gap.

Lower LD around duplications could also be explained by less-reliable SNP genotyping in repeat regions if more of the SNPs flanking duplications are in repeats than are SNPs flanking deletions. To control for this possibility, we ran RepeatMasker on the genomic regions flanking each biallelic CNV from McCarroll et al. (2008) to determine the proportion of the 50 SNPs used for phasing (and later tagging) that reside in repeats. The proportion of SNPs near duplications found to be in repetitive elements was then compared with that of deletions, with deletions found to have slightly more SNPs in masked regions on average, though this difference was not significant ($P = 0.33$, t-test). In addition to less-reliable SNP genotyping, correctly inferring copy numbers from log intensity values may be more difficult for CNVs as a whole or as copy number increases (Locke et al. 2006). Thus, the error rate of inferred copy numbers of duplications could be higher than that of deletions, and this could result in lower LD around duplications than deletions. To examine the possibility that error-prone genotyping in duplications biases our results, we randomly introduced errors in copy number into our set of deletions, and then counted the number with a tag SNP (see Materials and Methods). This was done at increasing error rates until the difference in LD between duplications and deletions became nonsignificant, which did not happen until the error rate reached 10% (Supplementary table S3, Supplementary Material online). Levels of LD were not equivalent between duplications and deletions until the error rate reached 12%. McCarroll et al. (2008) reported a genotyping accuracy of 99.3%, though they did not specify whether this was achieved by genotyping deletions, duplications, or both. If one were to conservatively assume that this CNV accuracy rate was determined solely by genotyping deletions, this would imply that the error rate for duplications would have to be roughly 15 times higher than that of deletions for our results to be an artifact of error rate.

The Effect of Ascertainment Bias

Finally, it should be noted that there is almost certainly an ascertainment bias in the array technology used to detect and genotype these CNVs: many regions of the genome are not queried by the array because they are repeat and duplication rich (McCarroll et al. 2008). As these regions are also likely to be enriched for CNVs (Iafrate et al. 2004; Sharp et al. 2005; Tuzun et al. 2005), this implies that we may be missing a large proportion of all CNVs. Though our above analyses have attempted to elucidate the causes of the taggability gap found only at observed CNVs in our data set, we wanted to further assess the generality of our findings. To do this, we added increasing numbers of undetected duplications and deletions to our analysis until the difference in taggability between them was no longer significant. Assuming that all the unobserved duplication and deletions have equal probabilities of being tagged, we would have to have detected only 40% of all CNVs for the total differences in taggability to become nonsignificant (Supplementary table S4, Supplementary Material online).
online). Though it is certainly possible that our data set contains 40% or less of all relatively common CNVs, there is no reason to believe that the unobserved duplication would be much easier to tag than those in our current set. In fact, the assumption of equal taggability of unobserved duplications and deletions is likely to be extremely conservative, as the duplication-rich regions of the human genome are especially enriched for transposed duplications (Jiang et al. 2007).

Ascertainment bias is also an issue in the fosmid clone-based data, as this method can only detect duplications small enough to be contained in a fosmid (Tuzun et al. 2005). This raises the possibility that the duplications detected by Kidd et al. (2008) could belong to a smaller class of duplications with different properties than those detected by McCarroll et al. (2008). Indeed, we find that CNVs in the McCarroll et al. data set are larger on average than those in the Kidd et al. data set (43 kb vs. 16 kb, P = 0.006, t-test). However, the majority of duplications in the McCarroll et al. data set are less than 40 kb in length, the approximate expected length of a fosmid insert. When we restrict our LD analysis to this set, we still observed decreased taggability relative to deletions (P = 1.90 × 10^{-7}).

Conclusions
Our results explain apparent conflicts among previous studies on the amount of LD between CNVs and flanking markers (Hinds et al. 2006; McCarroll et al. 2006; Locke et al. 2006). The first of these studies were based only on deletions relative to the reference genome (Hinds et al. 2006; McCarroll et al. 2006) and consequently found higher LD than subsequent CNV studies including both deletions and duplications (Locke et al. 2006; Redon et al. 2006; McCarroll et al. 2008). Our results suggest that the differences between studies are purely due to the types of mutations detected by different methods and not to any larger experimental-design or experimental-platform issues. Although we have found that recurrent mutation may play some role in the taggability gap, we found no obvious effect of SNP density on the taggability of CNVs. The finding that transposing duplicates contribute to the taggability gap implies that studies of CNVs must consider the location of the insertion event as well as the location of the parental copy. To understand the mutational mechanisms underlying human phenotypes, it may be equally (or more) important to discover any gene that is disrupted by a duplication as it is to understand the function of the duplicated gene itself. Only methods that detect insertion sites (i.e., clone-based methods; Tuzun et al. 2005; Kidd et al. 2008) are currently able to do this, though our results suggest a way to map duplications by finding SNPs in high LD with them.

Supplementary Material
Figures S1, S2, and S3, and tables S1, S2, S3, and S4 are available at Molecular Biology and Evolution online (http://www.mbe.oxfordjournals.org/).
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